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https://docs.google.com/file/d/1CXq2CI0YgDRO-k4LaI9uvmrZMa2eE-LT/preview
https://docs.google.com/file/d/1kDT9XpNiLIsfZ24OhvxmWyjZeDZWhzTt/preview
https://docs.google.com/file/d/1K45-ZXRQnDv9gFs_i0NOQUfi9U1RW827/preview
https://docs.google.com/file/d/1dxXn3tF0funYz5afn2wT1JPEQky6QFid/preview
https://docs.google.com/file/d/1PhbC0G-VXDanfb3s1NOIphj5BysHCz3f/preview
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● Search Space: 
● Surrogate Model:
● Acquisition optimiser:   cts (+gradients)

Bayesian Optimisation over Euclidean space 

Current 
best 
solution

Chosen point



Bayesian Optimisation of 
“structured” spaces



● Search Space: 
● Surrogate Model:
● Acquisition optimiser:   binary quadratic programming

Bayesian Optimisation over Categories
Baptista et al. 2018 



● Search Space: 
● Surrogate Model:
● Acquisition optimiser:   Alternating cts + discrete

Bayesian Optimisation over Mixed Spaces
Deshwal et al. 2021 



● Search Space: 
● Surrogate Model:
● Acquisition optimiser:   Evolutionary optimiser

Bayesian Optimisation over Permutations
Deshwal et al. 2022 



● Search Space: 
● Surrogate Model:
● Acquisition optimiser:   Genetic algorithms

String Bayesian Optimisation 
Moss et al. 2020 



● Search Space: 
● Surrogate Model:
● Acquisition optimiser:   Travelling Salesman / RL

Bayesian Optimisation over Paths
Folch et al. 2022
Yang et al. 2023 



Bayesian Optimisation of 
“highly structured” spaces



You know it when you see it
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● Vanishingly 
small support

● Can’t learn 
is_plane 
function



Generative AI is cool right?



Priors over “Highly Structured” spaces

Decoder 
(probabilistic)

VAE / Diffusion / Normalising Flows e.t.c on unlabeled data



Priors over “Highly Structured” molecule spaces

Decoder 
(probabilistic)

Richards et al. 2022



Standard BO   



Standard BO   



Standard BO   v.s.   BO with GenAI prior

Eh?
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BO over libraries of structures

The Library (of xs)
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GenAI is built for sampling: BO?

Initial design:

BO steps:

 

● Sampling not optimising

● Model over   (or          ) PoI from GP



How do we “condition” GenAI models?

● Train conditional model (expensive, requires specificity)

● Fine-tuning on the fly (still expensive / fragile)

● Model-specific (e.g. guidance for flow-matching)

● MCMC (???)

● Mess around with latents (exploit locality)



Anyone?



Return of the latent 
space COWBOYS

Categorical Optimisation With Belief Of 
underlYing Smoothness

Henry Moss, 
Sebastian Ober, 
Tom Diethe, Head of the Centre for AI, Data Science & AI, Biopharma R&D, AstraZeneca, Cambridge, UK



VAEs are built for sampling

Initial design:
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VAEs are built for sampling

Initial design:

COWBOYS chooses:

 

● Sampling not optimising

● Tanimoto Model over     

So use MCMC:
1. Pre-conditioned Crank Nicolson 
2. Parallel Tempering 



Toy Problem: Guacamole Molecule Opt



● Sample, don’t optimize

● Beware of the geometry of 

latent spaces

● Still loads to do here!

ICML 2025



Linear combinations of Latents 
in Generative Models: 

Subspaces and Beyond

Erik Bodin
Carl Henrik Ek
Henry Moss



Priors over “Highly Structured” spaces

Decoder 
(deterministic)

Diffusion / Flow matching e.t.c (d>>10_000)



Priors over “Highly Structured” spaces

Decoder 
(deterministic)

Diffusion / Flow matching e.t.c
Only give the model what it 

is trained to expect!



An aside: typical Gaussian samples
https://www.inf.fu-berlin.de/lehre/W
S17/SemAlg/notes/02_highdim2.pdf



Common “latent space manipulations”

● Interpolation

● Addition

● Centroids (averaging)
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Interpolation



Interpolation



Centroid determination



Centroid determination



Common “latent space manipulations”
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Common “latent space manipulations”



LOL: Linear combinations Of Latents
You have to give the model 
what it is trained to expect! 



LOL: Linear combinations Of Latents
You have to give the model 
what it is trained to expect! 

Instead decode



Low-dimensional (searchable) subspaces without LOL



Low-dimensional (searchable) subspaces with LOL



More Low-dimensional (searchable) subspaces



Even more Low-dimensional (searchable) subspaces



RFDiffusion -> ProteinMPNN -> Alphafold

Find long “realistic protein”, using RFDiffusion



Work in progress: optimisation in latent space of  RFdiffusion



Work in progress: optimisation in latent space of  RFDiffusion



● Perform any linear combination of latents

● More general distributions

● Statistical tests to assert validity of inversions

● Now doing optimisation in these subspaces!

ICLR 2025:



More interpolation (audio and video)
Start Video

End Video

https://docs.google.com/file/d/1CXq2CI0YgDRO-k4LaI9uvmrZMa2eE-LT/preview
https://docs.google.com/file/d/1kDT9XpNiLIsfZ24OhvxmWyjZeDZWhzTt/preview
https://docs.google.com/file/d/1K45-ZXRQnDv9gFs_i0NOQUfi9U1RW827/preview
https://docs.google.com/file/d/1dxXn3tF0funYz5afn2wT1JPEQky6QFid/preview
https://docs.google.com/file/d/1PhbC0G-VXDanfb3s1NOIphj5BysHCz3f/preview

